
• How to quantize the neural network parameters with 

lower precision and higher accuracy?

• How to allocate the bit-width to quantize different parts 

of weights and activations?
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Contribution

• We introduce a distribution-aware multi-bit quantization 

(DMBQ) method for efficient and optimal MBQ quan-

tization.

• We propose a first-order Taylor expansion based me-

tric for evaluating the loss-sensitivity of the quantized 

weights and activations and introduce a loss-guided 

bit-width allocation (LBA) method.

Overview Framework 

Experimental Results 

• Evaluation on ILSVRC12

Method

• We obtain the quantization scheme w.r.t different bit-

width by minimize the expected multi-bit quantization 
error under a certain distribution.

Method

• We evaluate the quantization influence using Taylor 

expansion and quantize neural network into mixed-
precision by gradients.

• The weights and activations are quantized by DMBQ 

in forward pass.

• The bit width is updated by LBA in backward pass 

where Δ 𝑙′ is used as metric.

• Evaluation on CIFAR10

• Training Time

• Ablation Study
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